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Introduction

Observers of balance of payment statistics and international investment positions all
agree: the international financial landscape has undergone massive transformations since
the 1990s. Financial globalisation is upon us in a historically unprecedented way — we
have probably surpassed the pre-WWTI era of financial integration celebrated by Keynes
in “The Economics Consequences of the Peace”. The rising importance of cross-border
financial flows and holdings have been abundantly documented in the literature (see Lane
and Milesi-Ferretti, 2007 and, for a recent survey, Gourinchas and Rey, 2013). What has
not been explored as much, however, are the consequences of financial globalisation for
the workings of national financial systems. What are the effects of large flows of credit
and investments crossing borders on fluctuations in risky asset prices in national mar-
kets and on the synchronicity of credit growth and leverage in different economies? How
do large international flows of money affect the international transmission of monetary
policy? Using quarterly data covering the past three decades and a stylised guiding the-
oretical framework, this paper seeks to analyse the effect of financial globalisation on the
workings of national financial systems and the propagation of monetary policy conditions

across borders.

The paper main contributions are (i) to document the existence of a global factor in
risky asset prices and to suggest a structural decomposition of this factor into fluctua-
tions in market-wide effective risk aversion and volatility using a simple stylised model
with heterogenous investors; (i¢) to investigate the effect of US monetary policy on stan-
dard real-economy-variables such as inflation, industrial production, consumption and
investment, but also on global asset returns, credit growth, cross border capital flows and
leverage using a medium-scale Bayesian VAR. We find evidence of a “Global Financial
Cycle” (see Rey, 2013). There is a powerful transmission channel of US monetary policy
across borders via credit flows, leverage of banks, risk premia and the term spread, em-
phasising the need for international macroeconomic models where financial intermediaries

play an important role.



Our first set of findings concerns the “Global Financial Cycle”: a very large panel
of risky asset returns all around the globe is well approximated by a Dynamic Factor
Model with one global factor and a set of regional factors. In other words, returns on
stocks and corporate bonds exhibit a high degree of comovement worldwide. A simple
model suggests that this global factor reflects both aggregate volatility of asset markets
and the time-varying degree of risk aversion of markets. In turn, this aggregate risk
aversion can be interpreted as reflecting the investment preferences and constraints of
heterogeneous investors, for example leveraged global banks and asset managers such
as insurance companies or pension funds. Global banks are assumed to be risk-neutral
and to operate under a Value-at-Risk (VaR) constraint, while asset managers are risk-
averse mean-variance investors. When global banks are the main investors, aggregate risk
aversion tends to be low and risk premia are small. From an empirical perspective, our
estimates show in particular that the aggregate degree of risk aversion in world markets
declined continuously from 2003 to the beginning of 2007 to reach very low levels, at a

time when the leverage of global banks was increasing sizeably.

Our second set of findings is that US monetary policy has a significant effect on the
leverage of US and European investors (particularly continental European and UK banks
who have large capital market operations and are classified as systemically important
banks), on cross-border credit flows and on credit growth worldwide. It also has a power-
ful effect on the global factor and on measures of the risk premium and the term spread.
At the same time, we find textbook responses for the effect of monetary policy on indus-
trial production, GDP, consumer prices, consumer sentiment, housing investment.® This
points towards important effects of US monetary policy on the world financial system and
the Global Financial Cycle: US monetary policy is a major influence on credit conditions
worldwide in terms of volumes and prices. Our results are not driven by the crisis period:
this indicates that the 2007 crisis, while having had unquestionable disruptive effects

on the financial markets has not altered the fundamental macroeconomic dynamics and

IThis set of findings would not have been possible without using recent developments in the BVAR
literature (see Baribura et al., 2010; Giannone et al., 2015), as they allow us to overcome the curse of
dimensionality and to estimate meaningful responses for the joint dynamics of the real economy and
international financial variables (more than twenty variables). Unlike the previous literature, this makes
our results far less exposed to the omitted variable problem.



transmission channels of monetary policy. This result is a challenge for the Mundellian
Trilemma, a well-known proposition stating, in particular, that countries with flexible ex-
change rates are insulated from monetary policy spillovers via exchange rate movements
and can thus pursue an independent monetary policy. We find instead that as long as
capital flows across borders are not inhibited and macroprudential tools are not used to
control credit growth, monetary conditions are partly dictated by the monetary policy of
the centre country (the US) even for countries operating within a flexible exchange rate
regime (see Rey, 2013). In other words, the Global Financial Cycle and the Mundellian

Trilemma are, to some extent, incompatible with one another.

Because this paper stands at the cross-road between studies on monetary policy trans-
mission, international spillovers via capital flows, and the role of financial intermediaries,
the relevant literature is huge and cannot be comprehensively covered. Our empirical
results on flows are consistent with Fratzscher (2012) (who finds an important role for
“push factors” in driving financial flows using high-frequency fund data), Forbes and
Warnock (2012), Rey (2013), Bruno and Shin (2015a) and Cerutti et al. (2014), who
relate aggregate flow data to push factors such as the VIX. This recent literature echoes
and extends earlier findings by Calvo et al. (1996) on the importance of push factors in
international markets. Cetorelli and Goldberg (2012) use microeconomic data to study
the role of global banks in transmitting liquidity conditions across borders. The impor-
tance of leverage as a determinant of financial instability has been studied empirically in

Gourinchas and Obstfeld (2012); Schularick and Taylor (2012); Jorda et al. (2015).

Our results on the transmission mechanism of monetary policy via its impact on risk
premia and the term spread are in agreement with the results of Gertler and Karadi
(2015) on the credit channel of monetary policy in the domestic US context. They are
also consistent with Bekaert et al. (2013), who study the impact of US monetary policy
on components of the VIX and with the results of Rey (2013); Passari and Rey (2015) and
Bruno and Shin (2015a) who analyse the effect of US monetary policy on leverage and on
the VIX. All these studies use small scale VARs (four to seven variables) to prove their

points. Lowe and Borio (2002) is an early paper which discusses the existence of financial



cycles and the role of credit growth in a domestic context. Importantly, our results are
also consistent with recent work by Morais et al. (2015) who, using a unique dataset at
the loan level in Mexico find that a softening of foreign monetary policy increases the
supply of credit of foreign banks to Mexican firms in turn implying strong real economic

effects.

This paper presents a stylised static model of intermediation to set the stage for the
empirical work, which constitutes the main contribution of the paper. The model builds
directly on the work of Zigrand et al. (2010) and Etula (2013). A lively new literature
has developed an interesting array of models of financial intermediation such as, among
others, Fostel and Geanakoplos (2008); Gertler and Kiyotaki (2010); Adrian and Shin
(2014); Brunnermeier and Sannikov (2014); He and Krishnamurthy (2013); Adrian and
Boyarchenko (2012); Shin (2012); Bruno and Shin (2015b). This literature is related to
the classic works of Bernanke and Gertler (1989); Bernanke et al. (1996); Kiyotaki and
Moore (1997). All these papers have in common an emphasis on models where frictions

in the financial sector are key.

To decompose fluctuations in risky asset prices into global, regional and asset-specific
components we use a Dynamic Factor Model (Forni et al., 2000; Stock and Watson,
2002a,b) with loading restrictions as in Banbura et al. (2011). The dynamic interaction
between US monetary policy and the main expressions of the Global Financial Cycle are
analysed within a medium scale Bayesian VAR (Baribura et al., 2010; Giannone et al.,
2015) where a standard selection of variables capturing business cycle fluctuations is aug-
mented with a set of variables summarising the evolution of credit flows, global leverage,
and a collection of financial indicators — the Global Factor, market volatility and credit
costs. Results are computed under two alternative identification schemes for the mone-
tary policy shock which deliver equivalent outcomes: a standard causal ordering, where
the Federal Funds Rate is the policy variable, and the remainder of the series are split
among slow-moving and fast-moving ones (Christiano et al., 1999); and an instrumental
variable type identification, where a narrative-based measure of policy surprises, in the

spirit of Romer and Romer (2004), is used to identify the transmission coefficients, in a



Proxy SVAR context (Mertens and Ravn, 2013; Stock and Watson, 2012). We find that a
contractionary monetary surprise reduces global banks leverage and global domestic and
cross-border credit. Moreover, it is associated with a reduction in the global component
of asset prices and an increase in credit costs: the term spread compresses and the excess
bond premium (Gilchrist and Zakrajsek, 2012) increases at medium horizon, consistent
with a credit channel effect on borrowing costs (Gertler and Karadi, 2015). Finally, a
shock inducing an increase, on impact, in the US policy rate is likely to be followed by
movements of the same sign — albeit of smaller magnitudes — in both the UK and the

Euro Area.

The present paper differs from the literature in important ways. First, it provides an
integrated framework where the existence of a global factor in international asset prices
is established and analysed, and the international spillovers of US monetary policy are
estimated. Second and very importantly, the use of a medium-scale Bayesian VAR allows,
we believe for the first time, the joint analysis of financial, monetary and real variables
interactions, in the US and abroad. Because we have all the key variables in our analysis
(leverage in different geographical areas, capital flows, credit growth, asset prices, risk
premia, real activity, goods prices, exchange rate, policy rates in main currency areas)
the analysis gives us some insights on the mechanisms underlying international monetary
policy spillovers and their magnitudes. The results should therefore inform theoretical

modelling of the international transmission mechanisms of monetary policy.

We introduce a guiding theoretical framework in Section 1 and show relevant microe-
conomic data on banks in Section 2. We present estimates of the Dynamic Factor Model
in Section 3, as well as a decomposition of the global factor in international asset prices.
Section 4 performs the Bayesian VAR analysis to study the effect of US monetary policy
on real activity and the Global Financial Cycle and Section 5 concludes. Details on data

and additional results are in Appendixes A to E at the end of the paper.



1 The Model

Since the 1980s, and even more so the 1990s, world asset markets have become increas-
ingly integrated with large cross-border credit, equity and bond portfolio flows. Global
banks as well as asset managers have played an important role in this process of interna-
tionalisation and account for a large part of these flows. We present an illustrative model
of international asset pricing where the risk premium depends on the wealth distribution
between leveraged global banks on the one hand, and asset managers, such as insurance
companies, sovereign wealth funds or pension funds, on the other hand. The model pre-
sented in this section is admittedly very simple and stylised. It builds straightforwardly
on the work of Zigrand et al. (2010) and Etula (2013). It is there only to help us interpret
the data in a transparent way, our contribution being first and foremost empirical. Like
us, the recent literature emphasises the importance of financial intermediaries in asset
pricing (Brunnermeier and Sannikov, 2014; He and Krishnamurthy, 2013; Adrian and
Boyarchenko, 2014).

We consider a world in which there are two types of investors: global banks and asset
managers. Global banks are leveraged entities that fund themselves in dollars for their
operations in global capital markets. They can borrow at the US risk-free rate and lever
to buy a portfolio of world risky securities, whose returns are in dollars. They are risk-
neutral investors and subject to a Value-at-Risk (VaR) constraint, which we assume is
imposed on them by regulation. Their risk neutrality is an extreme assumption which
may be justified by the fact that they benefit from an implicit bailout guarantee, either
because they are universal banks and are therefore part of a deposit guarantee scheme, or
because they are too big to fail. Whatever the microfoundations, the crisis has provided
ample evidence that global banks have not hesitated to take on large amounts of risk and
to lever massively. We present microeconomic evidence pertaining to their leverage and

risk taking behaviour in Section 2.

The second type of investors are asset managers who, like global banks, acquire risky

securities in world markets and can borrow at the US risk-free rate. Asset managers also



hold a portfolio of regional assets (for example regional real estate) which is non traded
in financial markets, perhaps because of information asymmetries. Asset managers are
standard mean-variance investors and exhibit a positive degree of risk aversion that limits
their desire to leverage. The fact that only asset managers, and not the global banks,
have a regional portfolio is non essential; global banks could be allowed to hold a portfolio
of regional loans or assets as well. The asymmetry in risk aversion (risk neutral banks

with VaR constraint and risk averse asset managers), however, is important for the results.

Global Banks

Global banks maximise the expected return of their portfolio of world risky assets subject
to a Value-at-Risk constraint.” The VaR imposes an upper limit on the amount a bank
is predicted to lose on a portfolio with a certain given probability. Following Adrian and
Shin (2014), the VaR will be taken to be proportional to the standard deviation of the
bank risky portfolio. We denote by R, the vector of excess returns in dollars of all traded
risky assets in the world. Risky assets are all tradable securities such as equities and
corporate bonds. We denote by xZ the portfolio shares of a global bank. We call w? the
equity of the bank.

A global bank chooses its portfolio such that:

max [E; (X? 'Rt“)
x{

st. VaR; < wf;

with the VaR; defined as a multiple « of the standard deviation of the bank portfolio:

N[

VaR, = aw/ (Vary (x7"Ret))

Writing the Lagrangian of the maximisation problem, taking the first order condition

and using the fact that the constraint is binding (since banks are risk neutral) gives the

2VaR constraints have been used internally for the risk management of large banks for a long time
and have entered the regulatory sphere with Basel IT and III. For a microfoundation of VaR constraint,
see Adrian and Shin (2014).



following solution for the vector of asset demands:

x; = ai/\t [Var,(Ry1)] ™" Ey(Riga). (1)

This is formally similar to the portfolio allocation of a mean variance investor. In (1),
\; is the Lagrange multiplier: the VaR constraint plays the same role as risk aversion.®
Asset Managers
Asset managers are standard mean variance investors. We denote by o their degree of
risk aversion. They have access to the same set of traded assets as global banks. We call
x! the vector of portfolio weights of the asset managers in tradable risky assets. Asset
managers also invest in local (regional) non traded assets. We denote by y! the fraction
of their wealth invested in those regional assets. The vector of excess returns on these
non tradable investments is RY. Finally, we call w/ the equity of asset managers. An

asset manager chooses his portfolio of risky assets by maximising:

g
m&}x Et (X{,Rt_t,_l + yl{,Rl]f\—fl-l) — §V6LTt<X{,Rt+1 + yl{,Ri\_{J),

Ty

hence, the optimal portfolio choice in risky tradable securities for an asset manager

will be:

1 _
x| = - [Vary(Ru1)] ' [Ee(Rusr) — 0Covy(Ror1, R )yt ). (2)

Market clearing conditions

The market clearing condition for risky traded securities is:

B I

«B Wy I t 5

t t — Ot
wP + w! wP + w!

where s; is a world vector of net asset supplies for traded assets. The market clearing

3t is possible to solve out for the Lagrange multiplier using the binding VaR constraint (see Zigrand
et al., 2010). We find A\, = (B¢ (Rey1) [Var(Rep1)] " Ey(Regr)) /2



condition for non-traded assets is:

I
1 W

Yt = Yt7
wf + w!

where y; is a vector of regional non-traded asset supplies. Using (1) and (2) and the

market clearing conditions we can derive:

E; (Ri1) =Ty [Vary(Reg1) s + Covy(Req, Ri\—fs—l)Yt} ;

B, I
— Wi +wt

where I'; = ol
alg o

Proposition 1: Risky Asset Returns
The expected excess returns on tradable risky assets can be rewritten as the sum of a
global component (aggregate volatility scaled by effective risk aversion) and a regional

component:

Et (Rt+1) = FtVCLTt<Rt+1> St + Ft(CO'Ut<Rt+1, Rﬁl))’t (3)

I'; is the wealth-weighted average of the “risk aversions” of asset managers and of the
global banks. It can thus be interpreted as the aggregate degree of effective risk aversion

of the market.

If all the wealth were in the hands of asset managers, for example, aggregate risk aver-
sion would be equal to 0. When global banks are large they will be key for the pricing
of risky assets. The risk premium on risky securities is scaled up by the market effective
risk aversion and depends on aggregate volatility of risky assets and on the comovement
between traded and non traded assets (real estate). In Section 3 we will look at the
implications of equation (3): excess returns have a global component, which is a function
both of the aggregate volatility of traded risky assets and of the market effective risk

aversion, and a regional one.
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Proposition 2: Global Banks Returns

The expected excess return of a global bank portfolio in our economy is given by:

Et<XtB/Rt+1) = FtCOUt(Xf/RtH, SéRt—&-l) + FtCOUt(Xf/RtH» Y;Rﬁl)

= BTy + TCovy(xy Res1, ¥R, (4)

where PV is the beta of a global bank with the world market.
The more correlated a global bank portfolio with the world portfolio, the higher the
expected asset return, ceteris paribus. This is equivalent to saying that the high-32W
global banks are the ones loading more on world risk. The excess return is scaled up by

the global degree of risk aversion in the economy — I';.

2 Evidence on Global Banks

Global banks play a key role in the model as they tend to price risky assets when they
are large in the markets, as in the pre-crisis period (see Shin, 2012, for the importance of
global banks in international financial markets). To document empirically global banks’
behaviour and their attitude toward risk, we put together a panel of monthly return
indices for 166 financial institutions in 20 countries over the years from 2000 to 2010."
Taking as a reference the outstanding amount of total assets as of December 2010, we
identify a subset of 21 large banks who have been classified as Globally Systemically Im-
portant Banks (GSIBs). The list of GSIBs, defined as those “financial institutions whose
distress or disorderly failure, because of their size, complexity and systemic interconnect-
edness, would cause significant disruption to the wider financial system and economic
activity”, first compiled in November 2011, is periodically updated by the Financial Sta-
bility Board together with the Basel Committee of Banking Supervision to isolate global

financial intermediaries that are systemically relevant.” A complete list of institutions

4We are by no means attempting here to test the very stylised model presented above. The model is
here to set the stage and help us structure our thoughts about the data. The empirical results on the
global factor and the bayesian VAR, which are the main contributions of the paper make it very clear
that we still lack the theoretical apparatus to model the channels of international monetary transmission
in a convincing way.

5 http://www.financialstabilityboard.org/wp-content/r_141106b.pdf
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included in our set is in Table A.4 in Appendix A.

Figure 1 reports the correlation between the beta of each bank with the global risk
factor of Section 3, calculated over the entire population of banks — panels (a) and (b)
—, and the GSIBs subsample — panels (c¢) and (d) — respectively. We use August 2007
as a break point to distinguish between pre and post crisis periods. Results indicate,
as expected, a positive correlation between loading up on systemic risk before the crisis
and getting high returns. Panels (a) and (c) show that, relative to the larger popula-
tion, GSIBs tend to have both higher average betas and larger returns; this suggests that
global banks were systematically loading more on world risk in the run-up to the financial
crisis, and that their behaviour was delivering larger average returns, compared to the
average bank in our sample. The higher loadings on risk are consistent with the build-up
of leverage in the years prior to the crisis documented in Figure A.2. Panels (b) and (d),
which still sort the banks on the x-axis according to their pre crisis betas but report their
post crisis returns, on the other hand, show, as expected, how the institutions that were
loading more on the global risk pre-crisis suffered the largest losses once the meltdown

began.

When banks are risk-neutral investors subject to a regulation-based VaR constraint,
Adrian and Shin (2014) show that they increase leverage when measured risk is low:
banks take on as much risk as allowed by the constraint. Like in the model we detailed in
Section 1, low risk or improved conditions, will — other things equal — relax the VaR con-
straint, leading banks to borrow more and increase the size of their balance sheet. This,
in turn, will increase asset demand, decrease spreads and measured risk and reinforce
the feedback loop.® Hence, in good times, global banks increase the size of their balance
sheet and transmit favourable conditions to financial markets at home and abroad (see
Bruno and Shin, 2015a, for an interesting open economy analysis in partial equilibrium).

Everything works in reverse in bad times.

6For a more complete model of this channel see Zigrand et al. (2010) or Adrian and Boyarchenko
(2012). All these models study closed economies.
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FIGURE 1: Correlation between banks’ returns and their loading on the Global Factor. In each subplot,
the x axis reports the average 32" in the three years preceding the onset of the financial crisis (August
2007), while the y axis records average returns in percentage points. Filled blue circles highlight GSIBs
within the broader population of banks considered (hollow circles); the sign of the correlation is visualised
by including a red regression line in each plot. Panels (a) and (b) show the evolution of banks average
returns pre (2003-2007) and post (2007-2010) crisis as a function of their pre-crisis betas. Panels (c) and
(d) zoom on the relative position of GSIBs. Source: Datastream, authors calculations.

Using US data on quarterly growth rates of both total assets and leverage (defined
as total assets over equity, measured at book value), Adrian and Shin (2010) show that
the positive association between leverage and size of balance sheets (in growth rate) is a
particular feature of broker-dealers, which distinguishes them from retail banks and from
households. Using balance sheet data for the same international sample of financial in-
stitutions we discussed above, we show in Figure 2 that the positive association between
leverage and size of assets goes beyond the US borders. The charts in Figure 2 show
the correlation between quarterly asset growth (percentage points, y axis) and quarterly
leverage growth (percentage points, = axis) for four different categories of international
financial institutions included in our sample. The procyclicality of leverage is more evi-
dent the more the points align with the 45 degrees lines (in red) and is more a feature of
the behaviour of financial institutions which engage in global capital markets operations,
a subset which includes in particular the former stand alone investment banks. The same

holds true for the large European (UK, Switzerland and Euro Area) commercial banks,
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FIGURE 2: Quarterly asset growth over quarterly leverage growth across different financial institutions.
The red line in each subplot is the 45 degree line. Clockwise, from top left panel, the relationship between
balance sheet size and leverage for GISBs, commercial banks, institutions operating in capital markets
and other financial institutions. The classification matches GICS industry codes for each entry in the
sample. Source: Datastream, authors calculations.

whose investment departments have played a central role in channelling US Dollar lig-
uidity worldwide in the years immediately preceding the financial crisis (see Shin, 2012).

Many of those large European Banks are GSIBs (see Table A.4 in Appendix A).

One possible interpretation of these data, together with Figure A.1 and Figure A.2 of
the Appendix documenting the growth in worldwide credit and leverage, is that banks op-
erating in global capital markets, through leveraging and deleveraging, influence funding
conditions for the global financial system and, ultimately, for the broader international
economy. In particular, easier funding or particularly favourable credit conditions can
translate into an increase in credit growth, reduction of risk premia and run up of asset
prices. Crucial in this process is thus the attitude towards risk of international finan-
cial players that, in turn, determines their willingness to provide cross border or foreign
currency financing (CGFS, 2011). Depending on their ability and willingness to take
on risk, financial institutions may amplify monetary stimuli introduced by key foreign

central banks, as shown using loan level data for Mexico by Morais et al. (2015). Sections
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3 and 4 check the plausibility of this hypothesis by estimating the response of global

financial intermediaries, asset prices and credit flows to US monetary policy shocks.

3 Global factor in risky asset returns

In this section we exploit the properties of a panel of heterogeneous risky asset prices
to address empirically the implications of the model detailed in Section 1. According
to equation (3) in our model, the return of a risky asset is determined by both global
and asset specific factors, with the former being linked to the aggregate market volatility
and the degree of risk aversion of the market. A natural way to identify empirically the
components just detailed is to assume that the collection of world asset prices has a factor
structure;” in particular, we specify the factor model such that each price series is deter-
mined by a global, a regional, and an asset specific component to isolate the underlying
element that is common to all asset categories irrespective of the geographical location

of the market in which they are traded or the specific asset class they belong to.

More formally, let p; be an N x 1 vector collecting monthly (log) price series p;,
where p;, denotes the price for asset ¢ at date ¢; imposing a factor structure on prices is

equivalent to assume that each price series can be decomposed as:
Pit = i + NFy + &g, (5)

where p is a vector of N intercepts y; and Fy is an [rr x 1] vector of r common factors that
capture common sources of variation among prices. The r factors are loaded via the co-
efficients in A that determine how each price series reacts to the common shocks. Lastly,
& is a N x 1 vector of idiosyncratic shocks ¢;; that capture price-specific variability or
measurement errors. Both the common factors and the idiosyncratic terms are assumed
to be zero mean processes. Price dynamics is accounted for both at aggregate and indi-

vidual level; in particular, we explicitly model the dynamics of both the common and the

"Stock and Watson (2002a,b); Bai and Ng (2002); Forni et al. (2000) among others.
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idiosyncratic component, allowing the latter to display some degree of autocorrelation,
while we rule out pairwise correlation between assets, assuming that all the co-variation

is accounted for by the common component.®

To identify the different elements at play, we impose further structure on the model
in equation (5) and additionally decompose the common component AF; into a global
factor, common to all variables in our sample, and a set of regional and market-specific
factors which are meant to capture commonalities among many but not all price series.

More formally, each price series in p; is modelled according to:

Pit = i + Nigf? + XNim [+ i (6)

In equation (6) p;+ is thus a function of the global factor (ff), that is loaded by all
the variables in p;, of a regional or market-specific factor (f;™) that is loaded only by
the series in p; that belong to the same (geographical or asset specific) class m, and of
a series-specific component.” In the context of the model outlined in equation (5), the
implementation of the block structure in (6) is achieved by imposing restrictions on the
coefficients in A such that the loadings for blocks to which the price variable p;, does
not belong to are set to zero. Similar restrictions are imposed on the matrices of coeffi-
cients governing the factors’” dynamics. A detailed description of the model is reported
in Appendix B where the setup, the restrictions on the parameters and the estimation

procedure are all discussed.

While the overall setup adopted so far is fairly standard, factor models require the
original data to be stationary, a condition that clearly does not apply to log asset prices
as such. It is therefore necessary to transform first the series in p; to achieve stationarity,

and then to recover the factors in (6). To this purpose, let 7, = Az, denote the first

8 Although this assumption might sound particularly stringent in presence of high degrees of hetero-
geneity in the data, it does not compromise the estimation of the model. Consistency of the Maximum
Likelihood estimator is proven under this type of misspecification in Doz et al. (2011).

9A similar specification has been adopted by Kose et al. (2003); they test the hypothesis of the
existence of a world business cycle using a Bayesian dynamic latent factor model and discuss the rel-
ative importance of world, region and country specific factors in determining domestic business cycle
fluctuations.
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difference for any variable z;, then consistent estimates of the common factors in F} can
be obtained by cumulating the factors estimated from the stationary, first-differenced

model:

b= AE, + gt~ (7)

In particular, F, = St ,F, and & = S, €. Bai and Ng (2004) show that F} is a

consistent estimate of F; up to a scale and an initial condition Fj.

To ensure consistency with our theoretical formalisation, the model is applied to a vast
collection of prices of different risky assets traded on all the major global markets. The
geographical areas covered are North America (US and Canada), Europe (Euro Area,
UK, Switzerland and the Scandinavian Countries), Asia Pacific (Japan, Hong Kong,
Singapore, Korea, Taiwan), and Australia. Stacked to this set, are all major commodities
price series and a collection of corporate bond indices.!” All price series are taken at
monthly frequency using end of month values to reduce the noise in daily figures while
preserving the long run characteristics of the series; the time span covered is from January
1990 to December 2012. In order to select the series that are included in the global set we
proceed as follows: first, for each market, we pick a representative market index (S&P)
and all of its components as of the end of 2012, then we select those that allow us to
cover at least 80% of the cross sectional observations by the beginning of 1990, and such
that by 1995 we reach a 95% coverage.!! The procedure allows us to build a final dataset
with an overall cross-sectional dimension of N = 858; the composition is reported in
Table 1 below, where each identified category (in columns) corresponds to one of the
blocks within the structure imposed. While in this instance we prefer cross-sectional
heterogeneity over time length to be consistent with the theoretical setup detailed in
Section 1, we are conscious of the limitations that a short time span might introduce
in the analysis we perform later in the paper. To allow more flexibility in that respect,
we repeat the estimation on a much smaller set, where only the US, Europe, Japan and

commodity prices are included, and that goes back to 1975.

10The set of commodities considered does not include precious metals.

1While estimating the Dynamic Factor Model using Maximum Likelihood does not constrain us to
work with a fully balanced panel, we want to ensure that none of the categories included in the set is
overrepresented at any point in time.
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North America  Latin America Europe Asia Pacific  Australia Cmdy Corporate ‘ Total

1975:2010 114 - 82 68 - 39 - 303
1990:2012 364 16 200 143 21 57 57 858
TABLE 1: Composition of asset price panels. The table compares the composition of the panels of
asset prices used for the estimation of the global factor; columns denote blocks in each set while
the number in each cell corresponds to the number of elements in each block.See main text for
details.

In each case, we fit to the data a model with one global and one factor per block.
The choice is motivated by a set of results which we obtain using both formal tests and a
number of different criteria. The test that we implement is the one developed by Onatski
(2009), where the null of » — 1 factors is tested against the alternative of r common
factors. We complement this result with the information criteria in Bai and Ng (2002),
where the residual variance of the idiosyncratic component is minimized subject to a
penalty function increasing in r, the percentage of variance that is explained by the i-th
eigenvalue (in decreasing order) of both the covariance matrix and the spectral density
matrix. The outcomes for both sets for the number of global factors are collected in Table
2.2 According to the figures shown, the largest eigenvalue alone, in both the time and
frequency domain, accounts for about 60% of the variability in the data belonging to the
longer set and about a fourth of the variation in the shorter, but more heterogeneous set;
similarly, the IC criteria reach their minimum when one factor is implemented and the
overall picture is confirmed by the the p-values for the Onatski test collected in the last

column.

3.1 The Global Factor

The global factors estimated from the two sets are plotted in Figure 3. The common
factors are obtained via cumulation and are therefore consistently estimated only up to a
scale and an initial value Fy; this implies, in practical terms, that positive and negative
values displayed in the chart cannot be interpreted as such and that they do not convey

any specific information per se. Rather, it is the overall shape and the turning points

12Results for the number of regional factors are not reported but available upon request.
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r % Cov Mat % Spec Den IC,1 I1C,2 I1C,3 Onatski

(a) 1975:2010

1 0.662 0.579 -0.207 -0.204 -0.217 0.015
2 0.117 0.112 -0.179 -0.173 -0.198 0.349
3 0.085 0.075 -0.150 -0.142 -0.179 0.360
4 0.028 0.033 -0.121 -0.110 -0.160 0.658
5 0.020 0.024 -0.093 -0.079 -0.142 0.195
(b) 1990:2012
1 0.215 0.241 -0.184 -0.183 -0.189 0.049
2 0.044 0.084 -0.158 -0.156 -0.169 0.064
3 0.036 0.071 -0.133 -0.129 -0.148 0.790
4 0.033 0.056 -0.107 -0.102 -0.128 0.394
5 0.025 0.049 -0.082 -0.075 -0.108 0.531

TABLE 2: Number of Global Factors. For both sets and each value of r the table shows the % of
variance explained by the r-th eigenvalue (in decreasing order) of the covariance matrix of the data,
the % of variance explained by the r-th eigenvalue (in decreasing order) of the spectral density
matrix of the data, the value of the IC), criteria in Bai and Ng (2002) and the p-value for the
Onatski (2009) test where the null of 7 — 1 common factors is tested against the alternative of r
common factors.

that are of interest and deserve particular attention.

Figure 3 shows that the factor is consistent with both the US recession periods, as
identified by the NBER, and with major worldwide events. The index declines with all
the recession episodes but remains relatively stable until the beginning of the nineties,
when a sharp and sustained increase is recorded. Such increase lasts until 1997-1998
when major events like the Russian default, the LTCM bailout and the East Asian Cri-
sis reverse the increasing path that was associated with the building up of the dot-com
bubble. The downward trend is inverted starting from the beginning of 2003 with the
index increasing again until the beginning of the third quarter of 2007 when, triggered
by the collapse of the subprime market, the first signals of increased vulnerability of the
financial markets become visible. This led to an unprecedented decline that has since
only partially been reversed. Although all price series included in the set are taken in

US dollars, we verify that the shape of the global factor is not influenced by this choice
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Ficure 3: The Figure plots the estimates of the global factor for the 1975:2010 sample (dotted
line) together with the estimates on the wider, shorter sample 1990:2012 (thick line). Shaded
areas denote NBER recession dates.

by repeating the same exercise using a set where, instead, we leave unchanged the cur-
rency in which the assets are originally traded. The resulting global factor is very similar
to the one constructed from the dollar-denominated set both in terms of overall shape
and of peaks and troughs that perfectly coincide throughout the time span considered.
Intuitively, the robustness of the estimate of the global factor with respect to currency
transformations comes directly from the structure imposed in (6); looking at Table 1 it
is easy to verify that the blocks roughly coincide with currency areas and that, therefore,

this aspect is likely to be captured by the regional factors.

Following the intuition detailed in Section 1, the global factor in risky asset prices
should be a function of the realised market variance and of the aggregate degree of risk
aversion in the market. In Figures 4 and 5 we plot the factor against other indicators
which are commonly used to measure both markets uncertainty and risk aversion; as such,
we expect all of them to be inversely related to our factor.!® In Figure 4 we highlight the
comovement of the factor with the volatility indices associated to the markets included

in the set; specifically, the VIX for the US, VSTOXX and VFTSE for Europe and the

13The estimated global factors are rotated such that they positively comove with prices; i.e. an increase
in the index is interpreted as an increase in asset prices.
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Ficure 4: Clockwise from top-left panel, the global factor (thick line) together with major
volatility indices (dotted lines); VIX (US); VSTOXX (EU); VNKY (JP) and VFTSE (UK).
Shaded grey areas highlight NBER recession times.

UK respectively, and VNKY for Japan. Volatility indices are explicitly constructed to
measure markets’ implied volatility and reflect the expectation of future market variance;
they are typically regarded as an instrument to assess the degree of strains and risk in
financial markets. We note that the factor and the volatility indices display a remark-
able common behaviour and peaks consistently coincide within the overlapping samples.
While the comparison with the VIX is somehow facilitated by the length of the CBOE
index, the same considerations easily extend to all other indices analysed. Finally, Fig-
ure 5 compares the factor with the GZ-spread of Gilchrist and Zakrajsek (2012) and the
Baa-Aaa corporate bond spread, both commonly used as measures of degree of market
stress. The GZ-spread is an indicator intended to capture investors’ expectation about
future economic outcomes; it is constructed as a measure of borrowing costs faced by
different firms, as an average of individual spreads themselves calculated as the difference
between yiel